* [TF-IDF](http://spark.apache.org/docs/latest/mllib-feature-extraction.html" \l "tf-idf)
* [Word2Vec](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#word2vec)
  + [Model](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#model)
  + [Example](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#example)
* [StandardScaler](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#standardscaler)
  + [Model Fitting](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#model-fitting)
  + [Example](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#example-1)
* [Normalizer](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#normalizer)
  + [Example](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#example-2)
* [ChiSqSelector](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#chisqselector)
  + [Model Fitting](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#model-fitting-1)
  + [Example](http://spark.apache.org/docs/latest/mllib-feature-extraction.html#example-3)

# 1.TF-IDF

词频- 逆文档频率（TF-IDF）是在文本挖掘中广泛使用的特征向量化方法，以反映词语对语料库中的文档的重要性。用t表示一个术语，用d表示文档，用D表示语料库。词语频率TF（t，d）是词语t出现在文档d中的次数，而文档频率DF（t，D）是包含词语t的文档数T。如果我们仅使用词语频率来衡量重要性，则过于强调经常出现但很少提供有关文档的信息的词语，例如“a”，“the”和“of”。 如果词语在语料库中经常出现，则表示它不包含有关特定文档的特殊信息。逆文档频率是词语提供的信息量的数字度量：
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其中| D |是语料库中的文档总数。由于使用了对数，如果词语出现在所有文档中，则其IDF值变为0。请注意，应用平滑项以避免语料库外的词语除以零。TF-IDF指标只是TF和IDF的产物：
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词语频率和文档频率的定义有几种变体。在spark.mllib中，我们将TF和IDF分开以使它们变得灵活。我们的术语频率实现利用散列技巧(hashing trick)。通过应用散列函数将原始特征映射到索引（术语）。然后，基于映射的指数计算词语频率。这种方法避免了计算全局词语到索引映射的需要，这对于大型语料库来说可能是昂贵的，但是它遭受潜在的散列冲突，其中不同的原始特征可能在散列之后变成相同的词语。为了减少冲突的可能性，我们可以增加目标特征维度，即哈希表的桶的数量。默认的特征维度是220=1048576.

|  |
| --- |
| **package** com.cb.spark.mllib;  **import** java.util.Arrays;  **import** java.util.List;  **import** org.apache.spark.SparkConf;  **import** org.apache.spark.api.java.JavaRDD;  **import** org.apache.spark.api.java.JavaSparkContext;  **import** org.apache.spark.mllib.feature.HashingTF;  **import** org.apache.spark.mllib.feature.IDF;  **import** org.apache.spark.mllib.feature.IDFModel;  **import** org.apache.spark.mllib.linalg.Vector;  **public** **class** TFIDFExample {  **public** **static** **void** main(String[] args) {  SparkConf conf = **new** SparkConf().setAppName("TFIDFExample").setMaster("local");  JavaSparkContext sc = **new** JavaSparkContext(conf);  JavaRDD<String> data = sc  .textFile("F:\\Learning\\java\\project\\LearningSpark\\src\\main\\resources\\kmeans\_data.txt");  JavaRDD<List<String>> documents = data.map(d -> {  String[] strArr = d.split(" ");  **return** Arrays.*asList*(strArr);  });  HashingTF hashingTF = **new** HashingTF();  JavaRDD<Vector> tf = hashingTF.transform(documents);  tf.foreach(v -> System.***out***.println(v));  System.***out***.println();  tf.cache();  IDFModel model = **new** IDF().fit(tf);  JavaRDD<Vector> tfidf = model.transform(tf);  tfidf.foreach(t -> System.***out***.println(t));  System.***out***.println();  // 出现在不小于两个文档中的词  **new** IDF(2).fit(tf).transform(tf).foreach(x -> System.***out***.println(x));  ;  sc.stop();  }  } |

# 2. Word2Vec

Word2Vec计算单词的分布式矢量表示。分布式表示的主要优点是类似的单词在向量空间中很接近，这使得对新颖模式的推广更容易，并且模型估计更加稳健。分布式矢量表示被证明在许多自然语言处理应用中是有用的，例如命名实体识别，消歧，解析，标记和机器翻译。

Word2Vec在文本语料库中创建单词的向量表示。 该算法首先从语料库构造词汇表，然后学习词汇表中单词的向量表示。 矢量表示可以用作自然语言处理和机器学习算法中的特征。

## 2.1模型

在我们的Word2Vec实现中，我们使用了skip-gram模型。skip-gram的训练目标是学习擅长在同一句子中预测其上下文的单词矢量表示。在数学上，给定一系列训练单词w1，w2，...，wT，skip-gram模型的目标是最大化平均对数似然

![](data:image/png;base64,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)

其中k是训练窗口的大小。

在skip-gram模型中，每个单词w与两个向量uw和vw相关联，这两个向量分别是作为单词w和上下文的向量表示。正确预测给定单词wj单词wi的概率由softmax模型确定，即
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其中,V是词汇表大小。具有softmax的skip-gram模型是代价昂贵的，因为计算logp（wi | wj）的成本与V成比例，V可以容易地达到数百万。为了加速Word2Vec的训练，我们使用了分层softmax，它将logp（wi | wj）的计算复杂度降低到O（log（V））

## 2.2 代码示例

|  |
| --- |
| **package** com.cb.spark.mllib;  **import** java.util.Arrays;  **import** java.util.List;  **import** org.apache.spark.SparkConf;  **import** org.apache.spark.api.java.JavaRDD;  **import** org.apache.spark.api.java.JavaSparkContext;  **import** org.apache.spark.mllib.feature.Word2Vec;  **import** org.apache.spark.mllib.feature.Word2VecModel;  **import** scala.Tuple2;  **public** **class** Word2VecExample {  **public** **static** **void** main(String[] args) {  SparkConf conf = **new** SparkConf().setAppName("TFIDFExample").setMaster("local");  JavaSparkContext sc = **new** JavaSparkContext(conf);  JavaRDD<String> data = sc  .textFile("F:\\Learning\\java\\project\\LearningSpark\\src\\main\\resources\\sample\_lda\_data.txt");  JavaRDD<List<String>> corpus = data.map(s -> Arrays.*asList*(s.split(" ")));  Word2Vec word2Vec = **new** Word2Vec();  Word2VecModel word2VecModel = word2Vec.fit(corpus);  Tuple2<String, Object>[] tuple = word2VecModel.findSynonyms("1", 5);  **for** (**int** i = 0; i < tuple.length; i++) {  System.***out***.println(tuple[i]);  }  sc.stop();  }  } |

# 3. StandardScaler

通过使用训练集中样本的列摘要统计信息缩放到单位方差和/或删除均值来标准化特征。这是一个非常常见的预处理步骤。例如，当所有特征具有单位方差和/或零均值时，支持向量机的RBF内核或L1和L2正则化线性模型通常工作得更好。标准化可以在优化过程中提高收敛速度，并且还可以防止在模型训练期间对具有非常大的差异的特征施加过大的影响。

## 3.1 模型拟合

StandardScaler在构造函数中具有以下参数：

* **withMean：**默认情况下为False。 在缩放之前使用均值将数据居中。 它将构建密集输出，因此在应用稀疏输入时要小心。
* **withStd**:默认为True。 将数据缩放到单位标准偏差。

我们在StandardScaler中提供了一个拟合方法，可以输入RDD [Vector]，学习汇总统计，然后返回一个模型，该模型可以将输入数据集转换为单位标准差和/或零均值特征，具体取决于我们如何配置StandardScaler。

该模型实现了VectorTransformer，它可以在Vector上应用标准化以生成转换后的Vector或在RDD [Vector]上生成转换后的RDD [Vector]。

## 3.2 代码示例

下面的示例演示了如何以libsvm格式加载数据集，并标准化特征，以便新特征具有单位标准差和/或零均值。

|  |
| --- |
| **package** com.cb.spark.mllib;  **import** org.apache.spark.SparkConf;  **import** org.apache.spark.api.java.JavaRDD;  **import** org.apache.spark.api.java.JavaSparkContext;  **import** org.apache.spark.mllib.feature.StandardScaler;  **import** org.apache.spark.mllib.feature.StandardScalerModel;  **import** org.apache.spark.mllib.linalg.Vector;  **import** org.apache.spark.mllib.linalg.Vectors;  **import** org.apache.spark.mllib.regression.LabeledPoint;  **import** org.apache.spark.mllib.util.MLUtils;  **import** scala.Tuple2;  **public** **class** StandardScalerExample {  **public** **static** **void** main(String[] args) {  SparkConf conf = **new** SparkConf().setAppName("TFIDFExample").setMaster("local");  JavaSparkContext sc = **new** JavaSparkContext(conf);  String path = "F:\\Learning\\java\\project\\LearningSpark\\src\\main\\resources\\sample\_libsvm\_data.txt";  JavaRDD<LabeledPoint> data = MLUtils.*loadLibSVMFile*(sc.sc(), path).toJavaRDD();  StandardScalerModel scaler1 = **new** StandardScaler().fit(data.map(l -> l.features()).rdd());  StandardScalerModel scaler2 = **new** StandardScaler(**true**, **true**).fit(data.map(x -> x.features()).rdd());  StandardScalerModel scaler3 = **new** StandardScalerModel(scaler2.std(), scaler2.mean());  // System.out.println(scaler1.mean() + " " + scaler2.mean() + " " + scaler3.mean());  JavaRDD<Tuple2<Double, Vector>> tuple2 = data  .map(x -> **new** Tuple2<>(x.label(), scaler1.transform(x.features())));  tuple2.foreach(t -> System.***out***.println(t));  System.***out***.println();  JavaRDD<Tuple2<Double, Vector>> tuple21 = data  .map(x -> **new** Tuple2<>(x.label(), scaler2.transform(Vectors.*dense*(x.features().toArray()))));  tuple21.foreach(t -> System.***out***.println(t));  }  } |

# 4. Normalizer(正则化)

Normalizer将单个样本缩放为具有单位Lp范数。这是文本分类或聚类的常用操作。例如，两个L2标准化TF-IDF值的点积是向量的余弦相似性。

Normalizer在构造函数中具有以下参数：

* **p** ：Lp空间中的标准化，默认情况下p = 2。

Normalizer实现VectorTransformer，它可以在Vector上应用正则化以生成转换后的Vector或在RDD [Vector]上生成转换后的RDD [Vector]。

请注意，如果输入的范数为零，则它将返回输入向量。

代码示例：

下面的示例演示了如何以libsvm格式加载数据集，并使用L2范数和L∞范数对特征进行规范化。

|  |
| --- |
| **package** com.cb.spark.mllib;  **import** org.apache.spark.SparkConf;  **import** org.apache.spark.api.java.JavaRDD;  **import** org.apache.spark.api.java.JavaSparkContext;  **import** org.apache.spark.mllib.feature.Normalizer;  **import** org.apache.spark.mllib.linalg.Vector;  **import** org.apache.spark.mllib.regression.LabeledPoint;  **import** org.apache.spark.mllib.util.MLUtils;  **import** scala.Tuple2;  **public** **class** NormalizerExample {  **public** **static** **void** main(String[] args) {  SparkConf conf = **new** SparkConf().setAppName("NormalizerExample").setMaster("local");  JavaSparkContext sc = **new** JavaSparkContext(conf);  String path = "F:\\Learning\\java\\project\\LearningSpark\\src\\main\\resources\\sample\_libsvm\_data.txt";  JavaRDD<LabeledPoint> data = MLUtils.*loadLibSVMFile*(sc.sc(), path).toJavaRDD();  Normalizer normalizer1 = **new** Normalizer();  Normalizer normalizer2 = **new** Normalizer(Double.***POSITIVE\_INFINITY***);  JavaRDD<Tuple2<Double, Vector>> data1 = data  .map(x -> **new** Tuple2<>(x.label(), normalizer1.transform(x.features())));  data1.foreach(x -> System.***out***.println(x));  System.***out***.println();  JavaRDD<Tuple2<Double, Vector>> data2 = data  .map(x -> **new** Tuple2<>(x.label(), normalizer2.transform(x.features())));  data2.foreach(x -> System.***out***.println(x));  }  } |

# 5. ChiSqSelector

特征选择试图识别用于模型构造的相关特征。它减小了特征空间的大小，这可以提高速度和统计学习行为。ChiSqSelector实现了Chi-Squared特征选择。它使用具有分类特征的标记数据进行操作。ChiSqSelector使用Chi-Squared独立性测试来决定选择哪些特征。它支持五种选择方法：num Features，percentile，for，fdr，fwe：

* numTopFeatures根据卡方检验选择固定数量的顶部特征。 这类似于产生具有最强预测能力的特征。
* percentile :与numTopFeatures类似，但选择所有特征的一小部分而不是固定数字。
* **fpr**:选择p值低于阈值的所有特征，从而控制fp(false positive)的选择比率。
* **fdr**:使用Benjamini-Hochberg过程来选择错误发现率低于阈值的所有特征。
* **few**:选择p值低于阈值的所有特征。 阈值按1 / numFeatures缩放，从而控制选择的family-wise错误率。

默认情况下，选择方法为numTopFeatures，默认顶部要素数设置为50.用户可以使用setSelectorType选择选择特征的方法。可以使用保留的验证集来调整要选择的特征的数量。

## 5.1 模型拟合

fit方法接受具有分类特征的RDD [LabeledPoint]输入，学习摘要统计，然后返回ChiSqSelectorModel，它可以将输入数据集转换为缩小的特征空间。ChiSqSelectorModel可以应用于Vector以生成缩减的Vector，也可以应用于RDD [Vector]以生成缩减的RDD [Vector]。注意，用户还可以通过提供所选特征索引的数组（必须按升序排序）来手动构造ChiSqSelectorModel。

## 5.2 代码示例

以下示例显示了ChiSqSelector的基本用法。 使用的数据集具有由灰度值组成的特征矩阵，每个特征的灰度值从0到255不等。

|  |
| --- |
| **package** com.cb.spark.mllib;  **import** org.apache.spark.SparkConf;  **import** org.apache.spark.api.java.JavaRDD;  **import** org.apache.spark.api.java.JavaSparkContext;  **import** org.apache.spark.api.java.function.Function;  **import** org.apache.spark.mllib.feature.ChiSqSelector;  **import** org.apache.spark.mllib.feature.ChiSqSelectorModel;  **import** org.apache.spark.mllib.linalg.Vector;  **import** org.apache.spark.mllib.linalg.Vectors;  **import** org.apache.spark.mllib.regression.LabeledPoint;  **import** org.apache.spark.mllib.util.MLUtils;  **public** **class** ChiSqSelectorExample {  **public** **static** **void** main(String[] args) {  SparkConf conf = **new** SparkConf().setAppName("NormalizerExample").setMaster("local");  JavaSparkContext sc = **new** JavaSparkContext(conf);  String path = "F:\\Learning\\java\\project\\LearningSpark\\src\\main\\resources\\sample\_libsvm\_data.txt";  JavaRDD<LabeledPoint> data = MLUtils.*loadLibSVMFile*(sc.sc(), path).toJavaRDD();  data = data.map(**new** Function<LabeledPoint, LabeledPoint>() {  **private** **static** **final** **long** ***serialVersionUID*** = 1L;  @Override  **public** LabeledPoint call(LabeledPoint v1) **throws** Exception {  **double** label = v1.label();  Vector v = v1.features();  **double**[] d = **new** **double**[v.size()];  **for** (**int** i = 0; i < v.size(); i++) {  **double** newValue = Math.*floor*(v.apply(i) / 16);  d[i] = newValue;  }  Vector newV = Vectors.*dense*(d);  **return** **new** LabeledPoint(label, newV);  }  });  ChiSqSelector selector = **new** ChiSqSelector(50);  ChiSqSelectorModel transformer = selector.fit(data.rdd());  JavaRDD<LabeledPoint> filteredData = data  .map(lp -> **new** LabeledPoint(lp.label(), transformer.transform(lp.features())));  filteredData.foreach(l -> System.***out***.println(l));  }  } |